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Abstract

This paper looks at political and institutional tfars that affect exchange
rate dynamics. While much has been said about ttenoenic
fundamentals’ role in determining the exchange aa@ the occurrence
of currency crises, the literature on the politidakterminants took off
only recently. We try to empirically identify thelevant political factors
explaining exchange rate policy and the occurrefcairrency crises in
four large countries that experienced speculativaecles (ARG, BRA,
MEX, TUR). Our results confirm previous findingsuch that left
governments are less likely to have a pegged regmnmace and the
political business cycle theory that pegged regimes more often in
place after elections. However, we also find thatency crises occur
less often after elections. Additionally, we fouadhigher number of
veto players having a significant impact in thatiuces the probability
of a currency crisis while it increases the profigrie peg the currency.
These results need further theoretical researble explained.
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1 Introduction

In the aftermath of the 2002 crisis in Argentinatibpolitical and economic causes have been
widely analyzed towards a better understandinghefdrisis’ origin. On the one hand, the
causes of currency crises are of scientific intenedping to understand the functionality of
international financial markets. On the other hapaljcy makers need to know about the
behavior of markets to potentially encounter adtering speculative attack.

The economic literature concerning this matter tégcally traces back to Krugman’s (1979)
seminal paper. Starting from his balance-of-payreests model, a strand of models —often
referred to as “first-generation-models” was depebb concluding that the economic
fundamentals solely explain the occurrence of cuyecrises. Economists therefore stressed
the importance of a consistent fiscal and mongpaticy. Nevertheless, the predictive power
of these models was weak so that with the outstgndiork of Obstfeld (1986, 1996) and
others, the “second generation models” evolvedynating a microeconomic based model of
interaction between a government and currency $@ecs. As a crucial finding, the
evolution of a currency regime henceforth lost iedetermined uniqueness. In this models,
the market participants’ expectations of governmedécisions and on the other hand
government’s optimal policy taken investors’ beloavas given are the determinant factors
explaining the occurrence of speculative attackse Uisual assumptions hereby are rational
expectations of the investors and a government mmaxig an intertemporal welfare index
(or minimizing a concrete loss function).

On the other hand, starting from Nordhaus (197Bjetthas been a wide strand of literature
regarding the influence of political institution&d elections on the economic outcomes.
There has also been a broad discussion on the tamger of the partisanship of government
on economic policy (see e.g. Hibbs (1977)). Theg that in modern consensual democratic
regimes, as in effect in most countries, electotstomes, for instance, play a crucial role in
determining future political decisions and that gwernment decides on political measures
partly because of the expected distributional cues

One could therefore expect that politics play @swucial role in determining a) governments
behavior and b) thus investors’ expectation ontjgali measures such as the abandonment of
a pegged exchange regime. Thus we conclude thiéicpbtharacteristics like the degree of
democracy, the electoral clock or the partisansbipthe chief executive contribute

significantly to the explanation of the occurrefe&urrency crises.



Albeit the recent work in this field, there remaseveral shortcomings: First, empirical
evidence is quiet mixed: Meanwhile Freeman et2400) like Eichengreen et.al. (1995) find
no systematic relationship, Frieden (1999) conduthat left-wing governments are more
likely to have stable currencies — a finding somatwdontrary to Hibbs (1977) distributional
considerations. In conformance with Leblang (20009 investigation aside show that
devaluations seem to be delayed until after elestia result according to the theory of the
political business cycle.

Regarding the influence of political variables omesulators’ behavior, Leblang (2002)
discovers that speculative attacks occur more \likelder left governments and during a
certain period after elections.

All the papers mentioned above make use of vanmlitical data bases, like World Bank’s
Database of Political Institutions (DPI) and thditydV Project among others. However, one
crucial point in the empirical analysis appeardéothe selection of appropriate variables to
measure the expectations on policy makers’ deasi@enerally, variable that are easy to
obtain like electoral timing and outcomes and messof the political spectrum have been
used. Although they seem plausible determinantgowérnment’s character to the exchange
market, these measures are only of somewhat useialip to catch expectations on election
results. In order to find more accurate variab&ggyublic opinion poll results on presidential
approval or b) estimated re-elections probabilitegsthe use of adequate instrumental
variables could be a solution. However, data alditg and potential simultaneity problems
restrict these approaches.

Whereas the stated literature uses mainly largeserountry panel data sets, this study
focuses on a subgroup of the three “big” Latin-Alwean countries Mexico, Argentina and
Brazil including also the case of Turkey.

This paper is organized as follows: 1 first takbbak on the political crises and turmoil that
came along with the currency crises taken into actdAfterwards, | present some theoretical
considerations with respect to the links betweeltig® and economics. This includes a
review of the recent literature of the specific e of currency crises. In Section 3, various
political and institutional variables are considkren these theoretical backgrounds to
influence currency crises including some alterreatind possibly better ones that are not easy
to obtain. The hypotheses are then tested in chdptesing a multivariate probit model to
estimate the probability of currency crises andgeelgegimes. Section 5 concludes.



2 Political and Financial Crises — some stylized fa  cts

The Mexican Tequila Crisis of 1994 fell in to aipérof quiet successful stabilization policy
in Mexico implemented since the late 1980’s. Thawting peg exchange rate regime and
fiscal and monetary discipline enabled Mexico uee annual inflation from 160% in 1987
to 6.9% in 1994. On the other hand, the currenv@aticdeficit increased steadily reaching —
6.5% of GDP in 1993. Masson (1998) examined then@tic background of the crisis
concluding that Mexico’s fundamentals have beetha “crisis-region”. Nevertheless, like
figure 1 suggests, there is a remarkable coincel@efclevaluations and presidential elections
(marked as vertical bars). In 1994, the final aloamdent of the crawling peg in December

has been preceded by months of political instgbilit

Figure 1: Mexico’s real exchange rate (2000=100)leetion dates
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source: JPMorgan’s Currency Index data, http://elapedia.thefreedictionary.com

The Institutional Revolutionary Party (PRI), thaadhgoverned Mexico for more than 60
years, officially won the election in August 1994tlw50,17% of the vote. However, even
though many improvements in the electoral process been made since 1988, widespread
vote fraud and irregularities has been observedh&mmore, in the run-up there has been a
countrywide turmoil following the Zapatista rebetii in Chiapas starting on January df
1994 and the assassination of the presidentialidatedLuis Donaldo Colosio on March 23
that led to widespread uncertainty about the fuafrthe government. When the presidency
was handed over to Ernesto Zedillo on Novembé}; 8@ook only 20 days up to the collapse
of the peso and the following crisis that spreagromost emerging countries —an effect
henceforward labeled as contagion. On the polifiedd, the hegemony of the PRI was put to

an end leading to a segmentation of the party systeth the leftist Democratic
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Revolutionary Party (PRD) and the rightist NatioAation Party (PAN) on the two ends of
the spectrum.

In Brazil, the fixed peg exchange rate regime kn@asriplano real” was introduced in early
1994 mainly to fight inflation (which had peaked1fi93 at 2500%). In the following years,
this subjective was achieved and even accompanyedtdble growth and a decrease in
income inequality contributing to a major part ke telection of the then finance minister
Fernando Henrique Cardoso of the Brazilian Soc&hbDcratic Party (PSDB) as president in
October 1998. Since 1997, however, the situatiahvimarsened mainly through the crises in
Asia and in Russia. While the fiscal was growintgiiast rates rose due to the international
turbulence leading to the collapse of the Real amudry 28 of 1999, only 3 months after
Cardoso’s reelection, when it was devalued by 4&&¢ a floating regime was introduced on
January 18. The enduring economic depression, mtoruscandals and political infighting
caused President Cardoso's approval rating tdyatialf until 2001. Consequently, the leftist
former Worker’'s Party (PT) leader Luiz Ignacio Lwala Silva was elected in 2002 elections.
Since then, the situation has been stabilized duwetua revaluation of the Real against the
dollar.

In the case of Argentina, there have can be deteete important effects on the political
field: First, the populist character of the predoamt Peronist Party and second a group of
technocrats maneuvering in an often corrupted Wayhe beginning in 1991, the currency
board has been widely acknowledged as a greatsaidedlation went down to 0.1% in 1996,
initially without provoking a recession. From 19@H, however, monetary stabilization
became more and more costly: unemployment soarg8%omainly due to the external shock
provoked be the Mexican Crisis when a respondinvgldation was impeded by the exchange
rate regime. Since then, the economy only sligretyovered and from 1999 on the situation
again worsened leading to the political and finahcrisis at the end of 2001. A closer look
on the political environment in the developing isriseveals two interesting findings: First, in
acknowledging the prerequisites of a fixed exchamge regime there have been introduced
deep reforms especially in the trade and finarmiah. As Rodrick (1993) points out, “it is
ironic that these reforms were instituted undereaoRist president, Carlos Menem, since
Peronism has been virtually synonymous with populégd protectionism”. Second, politics
differed considerably between the federal executraach and the provinces. Meanwhile the
(negative) overall balance of the federal goverrinosity doubled between 1997 and 2001, it

increased six fold in the Provinci3ne reason of these phenomena is intrinsic to &éngy p

! Buscaglia (2003), p.7.



system of Argentina: Both the Peronist and the &ddiarty UCR), the main opposition party
by then, span the whole political spectrum, inahgdieformist as well as the old protectionist
and state-intervention policy supporters. The malitinstrumentation of the reforms could
therefore be analyzed in a strategic context whth provinces, local politicians, business
groups or labor unions as actors in a “rent-seekeggtalism game” where the president’s
power is highly restricted. Nevertheless, thisagdnd the scope of this paper.

On the federal level considered here, the finaram#dhpse was indeed preceded by a political
crisis: De la Rua, who succeeded Menem in 199¢jmed at the end of 2001 after 2 years of
stagnating reforms, ongoing recession and orgamin&xithat took place in Buenos Aires that
“swept” him out of office. The following politicalirmoil, with five presidents in 15 days, did
evidently worsen the situation. On the one hand, cbmmitment of the government to
maintain the currency board became even more iititeean the other hand, the UCR began
publicly discussing how to abandon the Convertipiind when Mr. Duhalde of the UCR
took office in 2002, his first statement was thtti$ model destroyed everythirfg™Hence,
the close link between politics and exchange ratiécy commitment became once again
evident.

In Turkey, the first currency crises of the Ninst@ccurred in 1994. In the first quarter, the
Turkish Lira was devalued by more than 50%, the @Ditracted in ‘94 by 6% and inflation
reached 112%. However, these consequences wer@dgsmseverity in comparison to the
crises that hit Turkey in 2000/2001. At the end 1809 Turkey had signed a stand-by
agreement with the IMF and started to implementabikzation program. From February
2000 on, a crawling peg replaced the old manageatifiy regime in effect since 1990.
However, the situation deteriorated and at therbegg of 2001 — only 4 months before the
announced end of the peg, the devaluation was dedcand brought the country into a deep
recession. Leading from a failing banking systerdammining the confidence in the Turkish
financial system, the economy experienced a fulglded speculative attack in the late
February of 2001. The Turkish lira was allowedltaf on February 22nd and lost 44% of its
value that day after overnight rates had reachathprecedented 2600%.

As the banking sector plays a crucial role in tB@R2crisis in Turkey, the “third generation
models” that specifically include banking crisess lieen found appropriate to explain the
causes of the collapse. Ozatay et al. (2002) fobatifirst and second generation models fail
to explain the crisis. However, | disregard thitatienship and consider the Turkish case

equally to the ones described above as the pothhed here lies in the political factors.

2 La Nacion, February 1, 2002 (http://www.lanaci@mcar)
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Figure 2: Turkey’s real exchange rate (2000=100))extion dates
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source: JPMorgan’s Currency Index data, www.elecéisources.org

The political system of Turkey appeared to be uetaver since the new constitution of
1983 had become effective: The fragmentation amctdhtion of the party system has been
enormoud There is no party that has been representeceipaniiament ongoing from 1991
until today. In 1999, when Bulent Ecevit of the Dmaratic Left Party (DSP) formed his
minority cabinet, 65% of the participants of anropn poll stated that they “would prefer to
vote for a party that does not yet exist”. Consetjyethe Justice and Development Party
(AKP) won a landslide victory in the 2002 electiposly one year after its foundation. Mr.
Erdogan was elected as prime minister whereas Ex&%SP managed just over 1% of the
vote. Nevertheless, as shown in figure 2, thereeargono evident relationship between the
real exchange rate and elections. On the other,Faniley’s political history was dominated
not mainly by the electoral clock but by votes ofaonfidence (like in 1999), early elections
(as in 2002) or prime ministers resigning like Mchiller in 1995. These events are likely to
be directly connected to the occurrence of findndistress, even though the direction of
causation might be ambivalent. In this study, havethey are not taken into account for the

sake of simplicity.

Recapitulating there are both similarities andedéhces in the four cases of financial crises
described above: One the one hand there are evedemomic factors-even though partly
different ones-that showed a clear deterioratiorthim run-up of the currency crises. This
connectivity has been analyzed in-depth in thenelterature on currency crisis predictions

(see for instance, Kaminsky and Reinhardt (1999)).the other hand, the four countries

% One reason is the high electoral threshold of 1@86one party has to obtain to be representedrigress;
however, considerations of the electoral institugiodesign are not considered here in generalalthest
restriction of the country set to only four. Foceat discussion of this relationship see e.g. Eigheen and
Leblang (2003). They include these categorieseéir #malysis spanning from 1880 to 1997.
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suggest political factors like elections or thetganship of the government as being also

determinants of the occurrence of speculative grise

Regarding the electoral clock, the expected ralatigp seems to hold in our data as figure 3

suggests:

Figure 3: The electoral clock and crisis/peg
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In the period surrounding elections, currency erigppear to be more likely confirming the
assumption that elections are associated with greatcertainty and thus volatility on the
currency markets.

The distinction between left and center/right goveents seems far less supported by the data
used. Even though Figure 4 exhibits that left goregnts are less likely to both be hit by a
currency crisis and to peg its currency, this evageis far from certain.

Figure 4: Government'’s partisanship and crisis/peg
relative frequency of currency crisis[%)] relative frequency of pegged regime[%]
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Beside these two determinants, electoral clockretr@re two more political variables
considered in this paper: Given that all four coesthave been shaken up by political unrest



since 1980, the question evolves whether the psoaksmocratization influenced the
occurrence of currency crises. Moreover, | incltite number of veto players —an approach
that has occupied comparative politics- in the ysial

3 Some theoretical considerations

The shift from one equilibrium to another even thloua decisive point in the second
generation currency crises models, have until ric@ot been put into question. One cause
of this change considered has been a change iordaébility of policymakers leading to a
speculative attack. From a political point of vidwgwever, the credibility of the government
is assumed to be influenced by electoral, ideokdgind institutional factors. The question
whether political instability causes financial filgg or vice versa is crucial to the answer of
this question. Chang (2003) has therefore devel@pttboretical model combining political
and financial crises to study their coherences formal model of debt. He highlights the
asymmetric information between the government atsd people in the simultaneous
determination of the probability of political androency crises. Whereas he focuses on the
financial markets and its effects on the polititcgoncentrate more on the opposed causal
connection. The electoral timing is one point dgsmd in this context:

Nordhaus (1975), who coined the term of the padalitibusiness cycle, argues that an
incumbent government in attempting to be reelewtdidadopt political measures to win the
elections. Therefore, in the run-up to an electlwre should be a lower unemployment rate
when the short-run Phillips Curve relationship Isoldhat is, the adaptation of the inflation
rate requires a certain period of time. To transm# theory on financial crises, some
considerations have to be made regarding the ligimnal effects of different exchange rate
regimes. Simplifying, it is assumed that a peggime helps in lowering inflation while the
unemployment situation is probably to worsen. Aafiog exchange rate is otherwise
contributing to lower unemployment through the immment of the competitiveness
meanwhile the price stability has to be sacrifieédeast partly. Following Nordhaus, it is
therefore expected that after an election, the gowwent will be more likely to sustain or
introduce a peg in order to stabilize the econongamwhile the pressure to be reelected
seems ‘far away’. Alesina and Drazen (1991), fetance, developed a model of fiscal policy
indicating that stabilization measures are likelyoe delayed until after an election following
the argumentation above. On the other hand, thegoeernment could be forced to convince
the market of its commitment to a tight monetargt &iscal discipline, implying a higher than

normal probability of the continuance of the peigain election. As Sachs et al. (1996) point
10



out, “governments that commit to a peg and theegeron the promise typically face costs-
loss of pride, voter disapproval, maybe even remdwam office- that need not be
proportional to the size of the devaluation” (p.8).

Additionally, an effect of elections on the occunre of currency crises through investors’
expectations appears reasonable. As electoral mecare rarely determined in the run-up, |
expect that the probability of crises is highetha pre-election period. On the other hand, in
the period followed by the election, the skepticismgovernment’s identity should be the
lowest. Therefore | expect the probability beingydo than normal.

Reviewing the literature on this topic, there isviae consensus that speculative behavior
increases in the periods surrounding an electi@e (8.g. Frieden (1999), Leblang and
Bernhard (2000b)) whereas Leblang (2002) only fitheg the probability of crises increases
after elections. Contrariwise, Eichengreen et #896) find no evidence for the OECD
countries. Regarding the abandonment of the exehaate peg, numerous studies like
Frieden (1999), Frieden et al. (2001) and Klein Bradion (1997) found that the devaluation
is often until after the election - a result somatvbontradicting the theory of the political
business cycle stated above.

The second question considered here is whethepdhgsanship of the executive has an
impact on the exchange rate policy. The literatnmgoing from Hibbs (1977) agrees that
parties on the Left put more emphasis on employrmedtincome distribution while the Right
is more concerned with maintaining price stabiliignceforward | assume for simplicity, that
a pegged exchange rate lowers inflation while redkens the competitiveness and thus
aggravates the unemployment situation. Therefagsume that leftist governments are less
likely to peg its currency than rightist ofle®ne would additionally expect that under left
governments the speculative behavior will rise gitlee lower commitment to defend the
exchange rate. Yet, the empirical evidence is quiged in this field: Other than Hibbs, who
finds evidence for the preference of left governtador lower unemployment and higher
inflation, the previous studies regarding currencgrkets are differ substantially. Whereas
Leblang (2002) finds that speculative attacks aceemikely under left-wing governments,
Frieden’s (1999) results suggest that left govemimere associated with more stable
currency, a result consistent —albeit contraryuotbeoretical considerations- with Leblang’s
(2000) conclusion that right governments have ahdrgpropensity to abandon a peg.
Eichengreen and Leblang (2003) eventually find Beznhard and Leblang (1999) no effect

of the partisanship on the chosen exchange rateypol

“ Even tough there is a wide controversy regardiegeffects of fixed exchange rates on the incorseiblition
and poverty.
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A third approach to include political variablesmatefrom the feasibility of government to
enforce its political aims. In political sciencegto player approaches have come to a central
role in comparative politics, see e.g. Tsebelis9O@9 A veto player is a political actor or
institution that has an at least implicit powewvto federal political decisions. It is assumed
that the higher the number of veto player, the @éighe degree of political stability and the
lower the political innovations. In the contextaifrrency crises, we would therefore expect a
negative impact on the probability of crises. Acliogly, Freeman et al. (2000) find some
weak evidence confirming this assumption. MacIni{g@01), on the other hand, argues that
there might be a U-shaped relationship indicativad both too many and too few veto players
increase the political risk for investors.

Another effect of the number of veto players idioatl in Keefer (2001). He finds that fiscal
transfers in the cases of financial crises are tpWe higher the number of veto players. He
states that the absence of multiple veto playagenaheans that some groups in the society
are not represented. Therefore, a government ig hialy to grant “special interest favors”
to specific actors. In the context of the choicetloé exchange rate regime one could
analogous conclude that fewer veto players are i@y to prefer a floating exchange rate
given a) that they are able to invest in foreigmrency thus excluding them personally from
the exchange rate risk and b) that the country’podrrs constitute a strong lobby.
Admittedly, this explanation appears to be somewatddtoc; nevertheless, it will be tested in
the empirical part while the theoretical analysib still be needed.

Besides, the level of democracy or autocracy ig pig into analysis to test the argument that
democracy rather than autocracy ensures betteegyopghts and therefore leads to lower
financial instability (as stated for instance imK{2003)).

4 The empirical model

4.1 The probit model

To find some empirical evidence for our thesesestaibove, we need to exercise an
estimation of currency crises including the poétivariables discussed above. In order to
distinguish between the reactions of governmentgwnrency crises and the occurrence of
market-driven speculative attacks, we use two dégenvariables: the monetary regime and
the occurrence of speculative attacks. To defiesg¢hwo variables, various approaches have
been developed. In the case of the monetary regindescrete variable coded for each of the
nine in Frankel (1999) proposed regime-types, ctwlén appropriate measure. However, in

this particular context of currency crises, theisiea of government to concede to the market
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forces or to commit on a more fixed regime is thecial point being probably determined
through political variables. Hence, we define aabynvariable taking the value of one for
periods of the currency board in the case of Aigantthe “crawling peg” in the case of
turkey and Mexico, and the fixed peg of the “Plamal” in Brazil. Even though a crawling
peg is highly different from e.g. the currency lmbar Argentina, all these periods share the
commitment of the government to sustain a chosehange rate (band) and to defend it.
On the other hand, defining a currency crisis isnemore problematic. The widely used
exchange market pressure index (EMP), as propos&ichengreen et al. (1995) can be seen
as a proxy to detect currency crises being defeodeubt. It is calculated from the change in
interest rates (relative to them of the U.S.), aseg that an increase in the interest rate could
be used to defend one’s currency, the shift inrueseand the nominal exchange rate. The
EMP is than calculated as a weighted average ukangtandard deviation as weight for each
component to prevent one variable to swamp thersithe
_AE | Ali-iys) | AR
e Oy Or

EMP 1)

Hence, a Currency crisis is detected if the EMPees#s its mean by more than k standard
deviations. The choice of k, however, is somewhaitrary. Meanwhile Kaminsky and
Reinhart (1999) choose kZ3sarious authorincluding Eichengreen et al. (1995) prefer k=2.
In this paper we choose k=2 arbitrarily since #gutts do not vary when k=3 is used.
Therefore we have the 2 dependent variapégged andcrisis, which are both dichotomous.
Hence, models for binary variables like probitagit are suitable.

Due to a probable dependence of the two eventstlddapted a bivariate probit model. In
this model, both error terms are assumed to beribteanormally distributed with the
coefficient of correlationp allowing for interdependence of both events. Hosveuhe
estimated coefficient of correlation between the tesiduals was —0,376, but statistically not
different from zer8. Therefore | concluded that the two events arecoatelated and hence
two separate probit-models can be estimated.

To develop the model to be estimated, we start feosimple linear model explaining the

occurrence of a currency crisis and the peggednegieing in effect respectively.

® Specifically, they omit the interest rate diffeces. In the data here explored, however, this doeshange the
dichotomous crisis-variable.

® The LR-Test on the null that=0 exhibits a p-value of 0.147, thus the independaf the two events is
assumed.

" Accordingly, the results of the bivariate Estiroatdiffer only slightly from those of the separptebit
estimations (see table 2 in the appendix)
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The underlying model can be described as follows:

y=p4'x+d'z+¢, (2)
wherex represents the economic explanatory variablesz éinel political ones. The dependent
variabley takes the value one for a currency crisis/a peggguine and zero otherwise. The
crucial point of this study is the influence of thelitical variables and hence the vedioits
explanatory power and significance are therefortgettested.
At first, however, the estimation technique hashé considered. Due to the dichotomous
dependent variables the linear model as in (2)oisswmitable in the case. Hence a logit or
probit model has to be used. Here we chose thatpesien though the differences to the logit
model are sparse.
In the probit model, we assume that the latentadey* be normally distributed with and
o2. The mean of* is specified aE[y*] = [B'x+0'z. The observed dependent variable y is

then defined as

_[1Lif y*>0
~o,if y* <0

With p, = P(y, = 1|, z) as the probability of a crisis we get straightforava
E[y, | % Z] =1xp, +0Ox(1-p,) = p;. 3)
That is, we can take the fitted valuess probabilities for the case that y=1 i.e. thetii@ency

crisis occurs.

Combining (3) with the assumption of normal digitibn we get
B'%+0'z

Ely, [xA=P(y, =)= [gt)dt=D(BX +32). (4)
This model can be estimated using standard maxinikehhlood estimation technique. The
Log-Likelihood of the model described above isigtitforward

logL ='[y, Dog®(B'x +3'z) + - y,)loglL- P(B'% +3'2))] (5)

i=1
and globally concave. Maximizing therefore leadsectly to consistent and efficient
estimates of the parameters. Different from thedmmodel, the estimated coefficieftand
0 in this probit model can not be interpreted disecue to the non-linearity of the model.
Therefore marginal effects are preferred to in&trfite effects of the explanatory variables on
the probability of the event. The marginal effeats calculated as the derivativesRgj=1)

with respect to the corresponding independent blia
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In general, they are calculated on the mean ointhependent variables as so we do it here. If

p(B'x+02)p (6)

the exogenous variable is a dummy, marginal effasésobviously not suitable to catch its
effect. Therefore the differences between P(@abhy=1) and P(y=Hummy=0) are
calculated. They can be easily interpreted as bamge in the probability of a crisis if the
dummy switches form 0 to 1, that is e.g. that &ctedn is held.

One problem especially for the analysis of theangy crisis occurrence is that there are only
few months marked as "crisis" in the data. Of tiié Bbservations used only 19 are coded as
"crisis"(3.3%) while in 45% of all observation agp@as in effect. As King and Zeng (1999)
have shown, the standard logit model is biasechimirgbalanced sample if its size is small.
They propose a rare events logit model to correctliese shortcomings. However, several
problems remain critical: First, this correctionasly available in the logit model and the
marginal effects can not be interpreted as destrdi®mve. Second, many tests can not be
exercised as in the standard model. Neverthelessnhate the crisis model using the RE logit
approach to check the signs and significances e@fegtimated parameters. The results are
shown in table 1 in the appendix; however, theedgdhces in terms of significance are not

noteworthy. Henceforward, | will concentrate on thasults of standard probit model.

4.2 Data used

Our sample includes monthly data of all four cowastfrom January 1991 to September 2001.
Due to data availability of the economic controlighles, | had to exclude the years 1991-
1993 in the case of Argentina. Therefore we hatgading number of 572 observations.

The dependent variables are those described abtxeevariablepegged takes the value of
one for the months 1:1994-12:2001 for Argentind994-12:1998 for Brazil, 1:1991-11:1994
for Mexico and 11:1995-1:2001 for Turléeyero otherwise.

To control for the economic determinants, variow®n®mic variables are considered.
Initially, 1 included the 16 variables used in Karsky and Reinhart (1999) accounting for
internal and external fundamentals. Thereaftevatlables that were significant in at least
one equation were excluded so that a totaling Bblas are used.

All data is taken from the 2004 International Ficiah Statistics and the national Central

Banks’ websites. The real exchange rate is JP Misgeade weighted index on against 16

8 The Turkish Lira was pegged to a currency bastmsisting of 1$ and 1.5 Deutsche Mark in Novemt$851
allowing the Bank of Republic of Turkey to devaladine with the wholesale price index (WPI). Omdary £
of 2000, however, it moved to a pre-announced é¢r@gwleg implying an annual devaluation of 20%. Both
regimes are here coded as one to distinguish themthe prior and afterward floating regime.
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major currencies All data are monthly reported except the GDP obtain monthly values, |
used the quarterly data available (IFS line 99BH®wever, they are not available seasonally
adjusted for the emerging countries studied herd,fgst adjusted them by the X11-Census
method. Then, monthly values are computed as qtieduam interpolated values. All
variables except GDP are calculated as monthlygdsgim order to make them comparable
among the 4 countri€$ In the equation for the occurrence of currendsesy; all variables are
lagged for one month to avoid problems of simulignén every model estimated, there were
additional country dummy variables and an inter@egtded that are not reported here.

The political variables considered are all takemfrtiwo databases: The Database of Political
Institutions (DPI) that is assembled by the WorlanB and the Polity IV Project database
housed at the Center for International Developmand Conflict Management at the
University of Maryland. Both data sources includdaege set of countries and periods
covered (Polity IV includes all independent cowgriwith more than 500.000 inhabitants
spanning from 1800 to 2002 meanwhile the DPI costanore than 100 variables of 150
countries spanning from 1975 until 2000). They tmerefore appropriate particularly for
large multi-country samples. However, they compeseeral shortcomings: First, there are
only yearly data available, that is, changes duong specific year can not be accounted
easily to the month the variation took place. Aosetthough less severe problem lies in the
restriction of data availability as far as the y2@00 by now.

To manage the problems mentioned, | first soughtrétent election dates using various
sources accounting for the different political sys$ (using the timing of the presidential
elections in the presidential systems of the LAnmerican countries meanwhile in the case of
turkey the legislative elections were consideredexssive). In order to obtain monthly data, |
identified elections, presidential or federal onas,the points in time where the variables
switch between this and next year’'s values. Toestihe second problem, | tried to calculate
the values for the period 2001-2003 using the miarafahe databast's

The particular variables that are included arefollewing

? available from www2.jpmorgan.com/MarketDatalndSdcurrindex.html

% pye to the small sample of only countries, advemnel estimation methods are not suitable. Thezef
am unable to include country specific fixed effeétaother reason for using the monthly changes fir&
differences) stems from the fact that | did notaththe data for probable cointegration relationsatural
extension of this study could therefore be largaltircountry sample permitting more sophisticatedgl and
time series estimation methods to be used.

M Nevertheless, there remain several uncertaintiesathe complex definitions of especially tiecks
variable. To see whether this may cause conceastiicted the sample to 12:2000 and excluded Aiggn
(where the crisis occurred afterwards) and comptiredesults with those of the full sample. Sifwe gigns of
the coefficients are identical, | proceed in uding full sample.
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checks: This variable is reported in the DPI labeled ch@cks counts the number of
independent veto players in one country, as detmthiby the level of electoral
competitiveness in a system and the electoral autso

left: This dichotomous variable equally comes from thd, &king the value of one for a
leftist government and zero for centrist or righibgvgovernments?

before el: Coded as one in the month of an election and tlwe frinonths, zero otherwiSe
after_el: coded as one in the six months after an electiena, atherwise

polity: This is the main variable in the Polity IV datahasie measures the degree of
democracy and autocracy. It takes values betweerantl +10 with a +10 indicating the
strongest democracy.

Table 1 exhibits the descriptive statistics ofvaltiables included.

Table 1: Descriptive Statistics (N=572)

Variable Description Mean  Std. DevMin Max
crisis see text 0,033 0,79 0 1
pegged see text 0,451 0,98 0 1
rer Real Exchange Rate, monthly change[%] 0,13 4,43-24,36 39,53
infl Inflation, 12 month change of CPI 122,22 4@,7 -2,30 3742,25
m2_res M2/non-gold Reserves, monthly change(’ajL 9,69 -53,32 52,77
deficit Public overall balance as % of GDP -0,86 121, -8,12 4,66
NE Balance of trade (Ex-Im) as % of GDP -1,47 2,45 -7,18 6,02
GDP 12 months’ change of real GDP 0,24 0,96 -7,63 ,844
ToT Terms of Trade, monthly change[%] 0,79 13,48 6,78 157,70
domcred domestic credit as % of GDP 16,05 1457 51,2 57,39
polity taken from Polity IV 6,79 2,27 0 9
before_el 0-6 months before election 0,15 0,35 0 1
after_el 1-6 months after election 0,13 0,37 0 1
left left=1, 0 otherwise; taken from DPI 0,41 0,43 0 1
checks taken from DPI 3,43 1,11 2 6

2 The difficulties arising from the location of aesjific cabinet or president on the political spestrand the
methods used to obtain the left variable is in-defiscussed in Beck et.al. (2001).

13 Other studies like Leblang (2000) choose as tketlin Campaign and Post-electoral period only 8ith |
also tried this shorter period and found that tsults do not vary substantially.
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4.3 Results
The estimated marginal effects for the model ofdineency crisis are shown in table 2:

Table 2: Currency Crisis occurred (1/0)

marg. effects  Prob. marg. effects  Prob.
rer, -0,000179*+* 0,000 -0,000841** 0,000
infl_; 0,000001*** 0,000 0,000006***  0,00%
m2_res 0,000010 0,409 0,000042 0,459
deficit, 0,000489** 0,014 0,001891*** 0,010
NE, -0,000220 0,344 -0,000115 0,891
GDP, -0,000162 0,217 -0,001106* 0,075
ToT, 0,000022** 0,026 0,0001*** 0,008
domcred, 0,000231* 0,085 0,000443 0,347
polity 0,000569*** 0,000
before_el -0,000278 0,296
after_el -0,000576** 0,022
left -0,003333 0,227
checks -0,00029** 0,032
McFadden's R 0,481 0,429
logL -43,20 -47,54
LR-test 8,68 0,123
Theil's U index 0,53 0,59
Standard Errors are White/Huber/sandwich corredted,68 obs

Concentrating firstly on the currency crisis eqotithe signs of the economic variables
mainly behave as expected. Interestingly, bothnapravement of the terms of trade and
correspondingly a real devaluation raise the priibalof a crisis to occur. | associate this
surprising result with the fact that a financiakes as defined by the EMP codes three or four
consecutive months as “crisis” so that the nomdeadaluation itself “explains” the crisis even
a month after. As expected, higher inflation haggaificant effect on the occurrence of crises
as has the domestic credit. The explanation behmmdhtter is that the rising level of domestic
credit augments the domestic money possibly beonyerted into foreign currencies and
thus accelerating the collapse of the exchange ehafkother surprising result is the positive
and strong significant effect of the public deficlthe interpretation of the marginal effect
would be that an increase in the public deficitl®y of the GDP augments the probability of
a financial crisis in the next month by 0.05%. Thesult arises also from the consecutive
crises in the data leading to simultaneous intati@ships®. Thus, if | include 6 lags of the

deficit variable, all lags from the second on bear negatigns as expected.

4 The simultaneity problem stems from a) the freqyeof the data (the month of crisis comprises tstfore
crisis characteristics and also the effect of treatliation) and b) the facts that crises are débedrusing th
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Regarding the political variables, the resultsqret mixed: Currency crises appear to be less
likely both before and after electioisThis result contradicts most of the previoushedi
literature in confirming my conjecture of the cssprobability being the lowest after an
election given that in this certain period the Biigtof the government should be the highest.
Due to the particular situation in turkey where gawment’s identity has not been mainly
determined by elections, | excluded it from thaneation. Nevertheless, the results do not
differ significantly from those presented above.

The partisanship variable appears to be not sggmfi while being negative and relatively
large, thus rejecting the hypothesis that left goreent are more likely to be confronted with
speculative attacks. If Mexico is dropped out (gitke hegemony of the leftist PRI that
controlled the elections until 2000), the valuer@ases to —0.07 being significant at the 1%
level thus indicating that contrariwise left goverents are less likely to face a crisis.
Furthermore, we find that the number of veto playesis a negative impact confirming that
political stability through more political influeat actors reduces the probability of a
currency crisis. Additionally, the data implies tthetter democracies are more probable to be
exposed to financial turmoil, a result militatingaénst our presumption. Considering the
countries included suggests that it might be tiseilteof the recent democratization process
that led to the evolvement of formally well demdiraegimes. These young emerging
democracies are highly vulnerable and could theeefe over-proportionally affected by
currency crises (a result in line with Faust (2003)

Generally, the size of the marginal effects appeaceptionally small, a fact that stems from
the unbalanced dependent variable and therefoss iexpected. Comparing both the full
model and the model without political determinamts, find an improvement on the basis of
several measures: First, the Pseuddrreases from 0.43 to 0.48. Second, Theil's indiex
inequality U, that measures the power of predictodrthe model, decreases from 0.59 to

0.53°. To test the improvement formally, a likelihoodtizatest is performed. The

EMP allowing several succeeding months being cadettisis. However, in the previous studies, thasbeen
put little attention on this issue as so | do itche

15 Even though the coefficient béfore el is not significant in the base line model, itdsis the bivariate probit
estimation at the 5% level. This result seems rkatde in contradicting intuition and earlier stuigliaowever,
in this small sample it might be contributed to tlaa. On the other hand, the coefficiengftdr_el is not
significant in the rare events logit model, thudigating the importance of the economectric spesatifbn used. |
therefore draw not that much attention on theseltses

'8 Theils U compares the dependent variable y angridgicted outcomeg—| assumed 0.5 to be the treshold

value fory to be coded as one- and is computetas \/12 (y; -, )2/(\/12 yf + \/12 9i2 j )
n n n

taking values between 0 and 1 with 0 meaning ,mérfeediction” and 1 as the highest degree of iaétyu
between both time series.
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corresponding probability of the Chi-squared dmittion of 0.123 indicates that the inclusion
of the political variables does not improve the mlaglgnificantly. However, when | exclude
the variables that are not significant at the 1@%el, the probability of the LR-test is only

0.089 thus indicating an explanatory power of toktipal variables considered.

Table 3 exhibits the estimated results for the seéaependent variablpegged.

Table 3: Pegged Regime in effect (1/0)

marg. effects  Prob. marg. effects Prob.
rer, 0,007884** 0,027 0,014835* 0,100
infl 0,000253** 0,000 0,000166*** 0,00%
m2_res 0,0064*** 0,004 0,005867** 0,041
deficit -0,013651 0,444 0,021755 0,368
NE -0,140384*** 0,002 -0,103786 0,123
NE, -0,077514** 0,042 -0,130785* 0,064
GDP 0,009540 0,565 0,026465 0,386
ToT -0,000399 0,595 -0,000424 0,815
domcred 0,025474** 0,000 0,040022** 0,00(
polity -0,346769** 0,000
before_el -0,002725 0,959
after_el 0,180046** 0,030
left -0,484412** 0,049
checks 0,527993*+* 0,000
McFadden’s R 0,845 0,340
log L -60,67 -258,10
LR-test 394,86 0,000
Theil's U index 0,16 0,39
Standard Errors are White/Huber/sandwich corredted68 obs.

The coefficients of the economic variables are @gseeted except for the inflation rate.
Meanwhile the inflation rate is supposed to be loweder a pegged regime, its marginal
effect is positive. This fact may be contributedtiem effects: On the one hand, Turkey
devalued the Lira during the crawling peg in linghvthe WPI leading to inflation rates up to
90%, meanwhile in the Latin-American countries itiftation came down not until few years
after the implementation of the system. On the rotfaed, there have been great efforts in all
four countries on stabilization issues during thst lyears hence guaranteeing price stability
even with a floating exchange rate regime.

The remaining variables are as expected: peggeanesgare more likely when a real
appreciation occurs, the foreign exchange reseavedower and the trade balance is worse

than normal.
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Looking on the political variables, there seembéoa very strong influence in terms of both
magnitude and significance: Firstly, pegged exckamge regimes are more probable in the
period after an election than normal or beforeHgnce, the political business cycle theory
seems to hold in this context as well. As stateaapthis effect could nevertheless also come
from the credibility a government is trying to oitaafter being elected. However, these
results are somewhat contrary to the previous esudin this field, which argue that
devaluations are more likely after elections. Oseson for this discrepancy may result from
the different variables used in the analysis aeddifferent country sampl&s

Regarding the partisanship variable we find thét devernments reduce the probability of
having a pegged regime by 48%! Consistently withlddi(1977) theory we conclude that left
governments are more concerned with lowering uneympént than fighting inflation.

Likewise, thechecks coefficient turns out to be highly significant apdsitive. The more veto
players there are, the likelier is an exchange patg to be in effect. This finding complies
with our stated hypothesis that lobby groups suxorters can easier influence politics
favoring special interests when there are fewergrw political actors. Nevertheless, there
might be several different explanations to thidizegl fact to be analyzed theoretically. An
additional interesting finding lies in thpolity variable. More democratic regimes seem to be
more inclined to floating exchange rate regimes tifi@ir more autocratic counterparts. From
a political economic view, this could stand for thedian voter’s (and hence the majority’s)
preference for flexible exchange rates and its eguences.

In the case of the pegged regime equation, thehwvefythe political determinants is even
more striking than in therisis case: The LR-statistic takes the value of 394E86l{. 0.000),
thus rejecting the null that the political variableave no explanatory power at any given
level. McFadden’s Rincreases from 0.34 to 0.85 while Theil's U dese=aby 0.23 when
these variables are taken into account. Henceajebision of a government to peg its currency

appears to be largely determined by the politioal iastitutional environment.

5 Concluding remarks

This paper argues that political factors play acialurole in explaining the occurrence of

currency crises and the chosen exchange rate paNeyconfirm the assumption that left

17 additionally, | tried to capture the effect of etons in combination with electoral dates. Theyaignificant
effect was that of the after_el variable only codsdne when a left government had won the eledtiothis
case, the probability of a peg was estimated t©&@% lower than normal (p-value: 0.000). Hence,gbsitive
coefficient ofafter_el could also be caused by difference in the balaftiee elections analyzed (In my sample
there is only a slight overweight of right-won dlens of 57% to 43%).
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governments are more concerned about unemploynteld the findings on the impact of the
electoral timing are somewhat contrary to the pmesiwork in this field: Currency crises in
our data occur less likely after an election wiiile propensity to peg is significantly higher
in the selected period. Furthermore, we discovat tihe higher the number of veto players,
the lower is the probability of currency crises lwhthe pegged regime becomes more
probable. In this context, however, some theorkticasiderations have to be done in order to
explain this relationship more detailed.

Summarizing the previous work on this topics, thare several well supported findings on
the one hand and many remaining shortcomings onother. One weakness is the
measurement of political variables: On the one hamdhave easily observable ones like the
partisanship variable, the ones of the politicatem polity andchecks) and others, used in
various cross-sectional studies (like the distorctbetween presidential and parliamentary
systems, voter information, and majoritarian/proiporl electoral system). On the other hand
there are ‘soft’ variables like electoral expeams$, political uncertainty, government
approval rate$ or the probability of cabinet dissolution that dileely to come to the
knowledge of the incumbent government as well asvtestors’.

Among the previous studies in this field are Busea@003) who described the situation that
preceded the 2001 crisis in Argentina being highluenced by a declining image of the
then president. Freeman et al. (2000) rely on batteral-option’ model taken from Alesina,
Roubini and Cohen (1997) and a time-hazard modehbinet dissolution to integrate those
factors. They also include a measure for the “malitentropy” — a concept used to capture the
inherent political uncertainty. These variables should capture the expectationfutire
governments’ decisions better than does just teet@lal clock and the actual partisanship.
Hence, | expect them to be of clearly better exqianry power albeit the difficulties in data
collection.

A further natural extension of this study would toeinclude a larger sample of countries.
Additionally, more sophisticated econometric methatbuld be applied comprising the
integration of the political variables into the ragecently developed switching models based

on second generation models. Given the evidenaalfoun the influence of political factors, it

18 some empirical intuition might be drawn from Figur in the appendix

¥ To include these variables, outcomes of publioiopi polls have to be available. Even though tliere
worldwide database combining them, they could ktainbd from several sources: One main providehisf t
data is Gallup, others include national Newspaliezs_a Nacion for the case of Argentina, or indegent
institutes like NuevaMayoria.com for Latin Ameridam where periodical data is available. A comjiila of
various resources is provided by the Universitiiedmi Libraries
(www.library.miami.edu/netguides/socopin.html).
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seems promising to analyze this relationship bb#ottetically and empirically on a broader

basis.
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7 Appendix

App. Table 1: Rare Events Logit: Currency Crisis(10)
coefficient  p-value  coefficient  p-valug

rery -0,201** 0,045 -0,234*** 0,008

infl 4 0,001*** 0,003 0,0020 0,124

m2_res 0,0120 0,498 0,0130 0,507

deficit, 0,6960 0,171 0,664** 0,033

NE; -0,2430 0,773 -0,0920 0,825

GDP, -0,35* 0,087 -0,489** 0,028

ToT, 0,03* 0,090 0,039* 0,063

domcred 0,2960 0,657 0,2030 0,577

polity 0,615** 0,014

before_el -0,2700 0,714

after_el -1,4380 0,171

left -3,0490 0,705

checks -0,2990 0,457

App. Figure 1: Presidental approval rates and the EIP
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source: The approval rates are from NuevaMayonia,.@acluded are the years 2002 and 2003 for Beaxil
Mexico (only those months are plotted where opimioh data were available. The EMP is the exchange
market pressure index computed as described inehép

27



App. Table 2: The bivariate probit model

Pegged Regime (1/0)

Currency Crisis occured (1/0)

expl. Variable coefficient p-value coefficient plva coefficient p-value coefficient p-value
rer’ 0,064** 0,020 0,075*** 0,003 -0,274*** 0,000 -0,B6** 0,000
infl -0,011* 0,060 -0,006*** 0,002 0,0030 0,776 0010 0,393
infl_y 0,015** 0,027 0,007*** 0,001 -0,0020 0,847 0,0020 0,143
m2_res 0,052*** 0,000 0,0090 0,199 -0,08*** 0,000 0,877*** 0,000
m2_res 0,022** 0,050 0,0010 0,895 0,0140 0,252 0,0140 3D,2
deficit -0,2230 0,135 0,0090 0,894 -0,0690 0,683 ,0600 0,666
deficit; 0,532%** 0,006 0,0590 0,467 0,525** 0,014 0,484** 0,019
NE1 -1,246*** 0,001 -0,344* 0,067 0,3170 0,269 Ba4 0,098
NE, -0,658** 0,038 -0,503*** 0,010 -0,1080 0,701 -080% 0,549
gdp -0,0630 0,686 0,0950 0,335 -0,2490 0,123 -0,267 0,084
gdp: 0,2410 0,115 0,0540 0,492 0,1390 0,434 0,0700 0,70
tot 0,0010 0,839 0,0050 0,400 0,0150 0,279 0,0140 2220
tot, -0,0040 0,575 0,0060 0,240 0,027* 0,082 0,027*** ,0ay
domcred 0,491* 0,070 0,98*** 0,000 -1,262*** 0,001 -1,237*+* 0,000
domcred, -0,2550 0,313 -0,858*** 0,000 1,38*** 0,000 1,295* 0,000
polity -2,783*** 0,000 0,1290 0,394
checks 4,321*** 0,000 -0,496** 0,027
left -1,177 0,204 -1,900 0,106
before_el -0,0720 0,848 -0,661** 0,045
after_el 0,961** 0,023 -0,5120 0,184
Rhop -0,365 0,371 -0,157 0,548
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